Project Description/Notes

Introduction:

Numeric Weather Prediction models runs are increasing in complexity due to increased resolution, increased model complexity, and increased accuracy expectations. The typical model has been parallelized to run on multiple cores or processors on complex computing architectures in order to meet timeliness requirements. To achieve these goals, … [Read the grant request ]

Goals for Fault Tolerant Framework Prototype

1. Easy to use (simple interface, simple initialization)

2. Flexible (can support multiple scenarios)

3. Extendible to more complex scenarios

4. Industrial Strength (make it more reliable than the rest of the operational model)

5. Light weight, adequate performance (should not be the major bottleneck in any case)

6. Concept adaptable by ESMF and other standard methods group(s)

Operational Scenarios (Current or Future project):

0. Some assumptions.

a. Each model has a number of ensemble members.

b. Each ensemble member runs on many cores (likely same number of cores but might not be required).

c. Each ensemble member is constructed as an MPI or MPI/OpenMP executable.

d. Models have been written in a FORTRAN or FORTRAN/C language(s).

e. A given model and associated ensemble members today all run on the same machine roughly at the same time. Today, it may be possible for ensemble members to run on different machines today because they each run separately today (the results from all ensemble members need to be collocated for post-processing). In the future, it may become necessary to have ensemble members or a specific model running on more than one system.

f. [Future] In a future multi-model forecast, it may be a requirement that models and their ensemble members may be required to run on different architectures, not just more than one machine.

1. [Current] A single model ensemble running on a single machine

a. One core dies => only the ensemble member running on that core is lost. All others continue.

b. Multiple cores die => only the ensemble member or members running on the cores that failed are lost. All others continue.

c. [Bonus] Network element fails => only the ensemble member(s) with cores behind the failed network element (node nic, switch, cable) are lost. All others continue.

2. [Current stretch goal] A single model ensemble split across two machines

a. One core dies => only the ensemble member running on that core is lost. All others continue.

b. Multiple cores die => only the ensemble member or members running on the cores that failed are lost. All others continue.

c. [Bonus] Network connection between machines fail. All ensemble members on each machine (sub-domain) continue without the ensemble members from the other machine. Some TBD automation and/or manual intervention after the fact may be needed to merge the results from the disconnected network sub-domains into a unified forecast.

3. [Future] Two different model ensembles, each on a separate machine

a. One core dies => only the ensemble member running on that core is lost. All others continue.

b. Multiple cores die => only the ensemble member or members running on the cores that failed are lost. All others continue.

c. Network connection between machines fail. All ensemble members on each machine continue without the ensemble members from the other machine.

4. [Future] Additional more complex scenarios exist but will not be addressed at this time.

Simple Use Case example

In the following “Simple Case”, it might be possible to do this with the Alpha testbed from the MPI Forum FT WG.  In this case, all model pieces are running on a single machine. A future case would spread across two or more machines. M1 and M2 are two independently run ensemble members. If a core dies, the ensemble member dies. The other ensemble member(s) need to continue. The addition of a new fault-tolerant comm (in green) insulates a failure of M2 from M1. EPP will process so long as at least one ensemble member completes.
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