2D
Two dimensional. Represented in two dimensions (e.g. height and width). In a 2D calculation, each physical semblance is commonly represented in a plane. Multiple planes may be used to present results in more dimensions.
3D
Three dimensional. Represented in three dimensions such as a position denoted by (X,Y,Z) coordinates in a Cartesian coordinate system, or a position denoted by (ρ, φ, θ) coordinates in a Spherical coordinate system where ρ represents the radial distance of a point from a fixed origin, φ represents the zenith angle from the positive z-axis and θ represents the azimuth angle from the positive x-axis.
API 
Application programmer’s interface. See interface. 

b
bit.  A single, indivisible binary unit of electronic information.

B
Byte.  A collection of eight (8) bits 

blocking
A procedure is blocking if return from the procedure indicates the user is allowed to reuse resources specified in the call.
bottleneck
In parallel computing, a bottleneck is one process in a graph of processes, such that its limited capacity reduces the capacity of the whole parallel job.
call


cluster
A group of computers connected by a high-speed network that work together as if they were one machine with multiple CPUs.
collective
A procedure is collective if all processes in a process group need to invoke the procedure. A collective call may or may not be synchronizing. Collective calls over the same communicator must be executed in the same order by all members of the process group.
communicator
A communicator specifies the communication context for a communication operation.  Each communication context provides a separate “communication universe:” messages are always received within the context they were sent, and messages sent in different contexts do not interfere.  The communicator also specifies the set of processes that share this communication context. This process group is ordered and processes are identified by their rank within this group.  A predefined communicator MPI_COMM_WORLD is provided by MPI.
communication context
A context is a property of communicators that allows partitioning of the communication space. A message sent in one context cannot be received in another context. Furthermore, where permitted, collective operations are independent of pending point-to- point operations

connected
Two processes are connected if there is a communication path (direct or indirect) between them. More precisely: 

1. Two processes are connected if 

(a) 
they both belong to the same communicator (inter- or intra-, including MPI_COMM_WORLD) or 

(b) 
they have previously belonged to a communicator that was freed with MPI_COMM_FREE instead of MPI_COMM_DISCONNECT or 

(c) 
they both belong to the group of the same window or ﬁlehandle. 

2. If A is connected to B and B to C, then A is connected to C. 

core
An implementation of a CPU which can be duplicated one or more times within a single processor chip. For example, a quad-core processor contains 4 CPUs within a single integrated circuit.

correct
The program performs as intended. Free of bugs.

CR 
Checkpoint restart.
critical path 
The serial chain of dependencies that most limits forward progress.

derived
A derived datatype is any datatype that is not predefined.
displacement 
Displacement is used in two MPI contexts with slightly different meanings. A ﬁle displacement is an absolute byte position relative to the beginning of a ﬁle. The displacement deﬁnes the location where a view begins. Note that a “ﬁle displacement” is distinct from a “typemap displacement.” A typemap displacement is the displacement from a typemaps lowerbound.
distributed memory parallel system A parallel system, such as a cluster, with hardware that does not support shared memory.
effective performance
The rate at which a processor performs operations (for a particular computation), often measured in operations per second. Often used as shorthand for effective floating-point performance. More generally, the rate at which a computer system computes solutions.
efficiency or processor efficiency The ratio between the effective performance of a processor and its peak performance. 

equivalent
Two datatypes are equivalent if they appear to have been created with the same sequence of calls (and arguments) and thus have the same typemap. Two equivalent datatypes do not necessarily have the same cached attributes or the same names.
etype 
An etype (elementary datatype) is the unit of data access and positioning. It can be any MPI predeﬁned or derived datatype. Derived etypes can be constructed using any of the MPI datatype constructor routines, provided all resulting typemap displacements are nonnegative and monotonically nondecreasing. Data access is performed in etype units, reading or writing whole data items of type etype. Oﬀsets are expressed as a count of etypes; ﬁle pointers point to the beginning of etypes. Depending on context, the term “etype” is used to describe one of three aspects of an elementary datatype: a particular MPI type, a data item of that type, or the extent of that type. 

extent
The size of a typemap as measured by the upperbound minus the lower bound. For a discussion on how holes affect extents, upperbounds, and lowerbounds, see Section X.X.
fairness
The property of parallel and distributed systems that no process is starved, and all processes are accorded the same priority in allowing their accesses to shared resources. When fairness is imposed, all processes have the chance to make progress regardless of what other processes may be doing at the same time. Note that MPI makes no fairness guarantees.
ﬁle 
An MPI ﬁle is an ordered collection of typed data items. MPI supports random or sequential access to any integral set of these items. A ﬁle is opened collectively by a group of processes. All collective I/O calls on a ﬁle are collective over this group. 

ﬁletype 
A ﬁletype is the basis for partitioning a ﬁle among processes and deﬁnes a template for accessing the ﬁle. A ﬁletype is either a single etype or a derived MPI datatype constructed from multiple instances of the same etype. In addition, the extent of any hole in the ﬁletype must be a multiple of the etype’s extent. The displacements in the typemap of the ﬁletype are not required to be distinct, but they must be nonnegative and monotonically nondecreasing. 

floating point operations Additions and multiplications involving floating-point numbers, i.e., numbers in scientific notation. 

flops 
Floating point operations per second. Flops is used as a metric for a computer’s performance. 

FT
Fault tolerance or Fault tolerant.

function
A subroutine or procedure within an application. MPI_INIT and MPI_SEND are examples of functions. (See also operation).
graph


handle
An object that permits access to MPI opaque objects.
high-end computing (HEC)  A synonym for high performance computing.

high-performance computing (HPC)  Computing on a high-performance machine. There is no strict definition of high-performance machines, and the threshold for high performance will change over time.

IN argument
An argument of an MPI procedure call with the following properties: the input value may be used by the call, but the value is not updated by the call. See also INOUT argument and OUT argument.
INOUT argument
An argument of an MPI procedure call with the following properties: the call may both use and update the argument. See also INOUT argument and OUT argument.
interconnect 
The hardware (cables and switches) that connect the nodes of a parallel system and support the communication between nodes. Also known as a switch.

interface
Syntax and semantics for invoking services from within an executing application.  

implementation
A specific fulfillment of a specification. 

JOD
Journal of Development.
latency 
A measure of delay. Memory latency is the time needed to access data in memory; global communication latency is the time needed to effect a communication between two nodes through the interconnect. Both can be a performance bottleneck. 

LB
Lowerbound.

local
A procedure is local if completion of the procedure depends only on the local executing process.
lowerbound
The oﬀset of the lowest unit of store which is addressed by the datatype.
memory wall 
Faster increase in processor speed relative to memory access time. It is expected to hamper future improvements in processor performance. 

message envelope
The portion of a message consisting of data used to selectively receive the message. The message envelope consists of four tags: source, destination, tag, and communicator.

message passing 
A method of communication between processes that involves one process sending data and the other process receiving the data, via explicit send and receive calls. 

MIMD 
Multiple Instruction stream, multiple data stream. A computer architecture that allows multiple different computations to execute simultaneously on different pieces of data. See also SPMD.

MTBF 
Mean Time Between Failure. A measurement of the expected reliability of the system or component.  The MTBF figure can be developed as the result of intensive testing, based on actual product experience, or predicted by analyzing known factors.

multi-core processor 
A multi-core processor is an integrated circuit (IC) to which two or more processors have been attached for enhanced performance, reduced power consumption, and more efficient simultaneous processing of multiple tasks.
multithreading 
A simulation that combines various physical models. For example, a simulation of combustion that combines a fluid model with a model of chemical reactions. 

NIC 
Network Interface Card. An expansion board you insert into a computer so the computer can be connected to a network. Most NICs are designed for a particular type of network, protocol, and media, although some can serve multiple networks.
node 
The building block in a parallel machine that usually consists of a processor or multiprocessor, memory, an interface to the interconnect and , optionally, a local disk.

nonblocking
A procedure is nonblocking if the procedure may return before the operation completes, and before the user is allowed to reuse resources (such as buffers) specified in the call. A nonblocking request is started by the call that initiates it, e.g., MPI_ISEND. The word complete is used with respect to operations, requests, and communications. An operation completes when the user is allowed to reuse resources, and any output buffers have been updated; i.e. a call to MPI_TEST will return flag = true. A request is completed by a call to wait, which returns, or a test or get status call which returns flag = true. This completing call has two effects: the status is extracted from the request; in the case of test and wait, if the request was non persistent, it is freed, and becomes inactive if it was persistent. A communication completes when all participating operations complete.

nondeterminism
A nondeterministic program is one in which repeated executions of the program with the same input may yield different results. Nondeterminism may originate from the use of wildcards, MPI_Cancel, MPI_Waitany, and so on.
non-local
A procedure is non-local if completion of the operation may require the execution of some MPI procedure on another process. Such an operation may require communication occurring with another user process. 

non-overtaking
.
non-volatile
Non-volatile memory, nonvolatile memory, NVM or non-volatile storage, is computer memory that can retain the stored information even when not powered. Examples of non-volatile memory include read-only memory, flash memory, most types of magnetic computer storage devices (e.g. hard disks, floppy disk drives, and magnetic tape), optical disc drives, and early computer storage methods such as paper tape and punch cards. 
NUMA
Non-Uniform Memory Access architecture.  The distance in processor clocks between processor registers depends on where in main memory the address points to.  That is, a load/store operation latency for some memory locations is larger than that for others.

oﬀset 
An oﬀset is a position in the ﬁle relative to the current view, expressed as a count of etypes. Holes in the view’s ﬁletype are skipped when calculating this position. Oﬀset 0 is the location of the ﬁrst etype visible in the view (after skipping the displacement and any initial holes in the view). 
opaque
Data types managed by MPI whose size and shape are not visible to the user. These objects are said to reside in system space.
open source 
Software that is available to users in source form and can be used and modified freely. Open source software is often created and maintained through the shared efforts of voluntary communities. 

operation
A complete activity. Note that some MPI operations may be comprised of multiple function calls such as the split collective calls MPI_FILE_READ_ALL_BEGIN and MPI_FILE_READ_ALL_END. (See also function).
OS 
Operating System.

OUT argument
An argument of an MPI procedure call with the following property: the call may update the argument but does not use its input value. See also INOUT argument and OUT argument.
overflow
A type of error that occurs when the incoming data does not fit, without truncation, into the receive buffer
parallel efficiency 
 The ratio between the speedup achieved by varying the number of processors involved in a calculation and the number of processors. Parallel efficiency is an indication of scalability; it normally decreases as the number of processors increases, indicating a diminishing marginal return as more processors are applied to the solution of one problem.

parallel speedup 
 The ratio between the time needed to solve a problem with one processor and the time needed to solve it with p processors. A larger parallel speedup indicates that parallelism is effective in reducing execution time.

PME
Pending Message Entry.

persistent communication
A message passing optimization technique that may be employed when the same argument list is repeatedly executed within the inner loop of a computation. A persistent communication request binds the list of communication arguments once and then repeatedly uses the request to initiate and complete the messages. This allows a reduction in the overhead of processing the communication.
point-to-point 
Messages delivered from one sending process to one receiving process. (See also collective).
portable
Software that can run on two or more kinds of computers or with two or more kinds of operating systems. A datatype is portable, if it is a predefined datatype, or it is derived from a portable datatype using only the type constructors MPI_TYPE_CONTIGUOUS,  MPI_TYPE_VECTOR, MPI_TYPE_INDEXED, MPI_TYPE_CREATE_INDEXED_BLOCK,  MPI_TYPE_CREATE_SUBARRAY, MPI_TYPE_DUP, and MPI_TYPE_CREATE_DARRAY.  Such a datatype is portable because all displacements in the datatype are in terms of extents of one predefined datatype. Therefore, if such a datatype fits a data layout in one memory, it will fit the corresponding data layout in another memory, if the same declarations were used, even if the two systems have different architectures.  On the other hand, if a datatype was constructed using MPI_TYPE_CREATE_HINDEXED, MPI_TYPE_CREATE_HVECTOR or MPI_TYPE_CREATE_STRUCT, then the datatype contains explicit byte displacements  (e.g., providing padding to meet alignment restrictions). These displacements are unlikely to be chosen correctly if they fit data layout on one memory, but are used for data layouts on another process, running on a processor with a different architecture.
PMPI
Profiling MPI interface.
POSIX
Portable Operating Systems Interface – An international standard developed by the IEEE and adopted by the ISO.  Provides UNIX users with an international harmonized standard for operating system interfaces.

predefined
A predefined datatype is a datatype with a predefined (constant) name (such as MPI_INT, MPI_FLOAT_INT, or MPI_UB) or a datatype constructed with MPI_TYPE_CREATE_F90_INTEGER, MPI_TYPE_CREATE_F90_REAL, or MPI_TYPE_CREATE_F90_COMPLEX. The former are named whereas the latter are unnamed.
process 
An executing program that runs in its own address space. A process may contain multiple threads. . Processes are also frequently referred to as tasks or MPI tasks. Processes are dynamic entities scheduled and controlled by the Operating System that are constantly changing as their machine code instructions are executed by the CPU. Each process consists of (1) system resources that are allocated to it, (2) a section of memory, (3) security attributes (such as its owner and its set of permissions) and (4) the processor state. The processor state includes the contents of its registers and physical memory addresses. Registers are a very small amount of very fast memory that is built into a processor in order to speed up its operations by providing quick access to commonly used values. Processes may have one or more operating system threads associated with it.
process group
A set of processes that share a context (e.g., the group of processes that are a part of a given communicator).

process topology 
The logical arrangement of processes within a communicator. While the MPI rank provides a convenient linear arrangement, it is often convenient to arrange processes in an additional toplogical manner such as a two-dimensional or three-dimensional grid. A topology is an extra, optional attribute that one can give to a communicator. A topology can provide a convenient naming mechanism for the processes of a group, and additionally may assist the runtime system in mapping the processes to the hardware.

pull communication
Data transfer is effected by the receiver. (See also push communication)

push communication
Data transfer is effected by the sender. (See also pull communication)

RAS
Reliability, Availability and Serviceability. 

RDMA 
Remote Direct Memory Access – Anything that provides a the ability to copy from one user space to a different user space (usually on a different machine node) directly without the usual software fragmentation , software reassembly, and kernel-to-userspace copies.
Reliability
Reliability means features that help avoid and detect such faults. A reliable system does not silently continue and deliver results that include uncorrected corrupted data, instead it corrects the corruption when possible or else stops and reports the corruption. 

representation conversion
Changing the binary representation of a value, e.g., from HEX floating-point to IEEE floating-point. (See also type conversion.)
RMA 
Remote Memory Access. A user-level communication protocol which provides ability for a task to access memory of another task by the use of put/get operations.
RTS 
Runtime System.
SAN
Storage Area Networks. A dedicated network wherein general host(s) access either NAS or NAPs


Also System Area Network Network-based I/O architectures that provide many of the capabilities of a computer-bus including processor, memory, and I/O device access. An example of a System Area Network is Infiniband. (See http//www.infinibandta.org)

SDSM 
Software-based distributed shared memory.
scalable
A system attribute that increases in performance or size as some function of the peak rating of the system. 

scalability
The desirable attribute that increases in performance or size as some function of the peak rating of the system.
signal
A signal is a message outside of the MPI context that can be sent to a running process. Signals can be initiated by programs, users, or system administrators.
SMP 
Shared memory MultiProcessor. A set of CPUs sharing random access memory within the same memory address space.  The CPUs are connected via a high speed, low latency mechanism to the set of hierarchical memory components.  The memory hierarchy consists of at least processor registers, cache and memory.  The cache shall also be hierarchical.  If there are multiple caches, they shall be kept coherent automatically by the hardware.  The main memory may be a Non-Uniform Memory Access (NUMA) architecture.  The access mechanism to every memory element shall be the same from every processor.  More specifically, all memory operations are done with load/store instructions issued by the CPU to move data to/from registers from/to the memory.  A single SMP may be partitioned into one or more nodes.

socket
The connector linking a processor chip to the motherboard. It is often used as a synonym for processor.
spatial locality  
The property that data stored near one another tend to be accessed closely in time. Good (high) spatial locality ensures that the use of multiple word cache lines is worthwhile, since when a word in a cache line is accessed there is a good chance that other words in the same line will be accessed soon after.

specification
A detailed, exact statement of particulars prescribing something to be built. See also implementation.

SPMD 
Single Program Multiple Data. A programming technique wherein a program gains performance through parallel execution of multiple streams, each acting on different data.
strong scaling 
A methodology to measure parallel efficiency in which one fixes the problem size, varies the number of processors, and measure the speedup. Contrast to weak scaling. Strong scaling is very important for Monte Carlo simulations because one way of reducing the error in a Monte Carlo simulation is to increase the number of Monte Carlo steps.
switch 
See interconnect.
synchronization 
Communication between threads with the effect of constraining the relative order that the threads execute code. 
temporal locality 
The property that data accessed recently in the past are likely to be accessed soon again. Good (high) temporal locality ensures that caches can effectively capture most memory accesses, asince most accesses will be to data that were accessed recently in the past and that reside in the cache. 

thread 
The basic unit of program execution, a thread is a portion of a program that can run independently of and concurrently with other portions of the program. . Threads within a process share the same memory address space. However, each thread has its own set of architectural registers, stack, heap, and instruction counter or pointer and executes instructions independently of other threads. A thread consists of a hardware context within a core of a processor that executes instructions.  Multiple threads within a core share the core’s computational units, but have separate instruction pointer, stack and heap pointers, and optionally architecture-specific defined hardware registers.  

thread-safe
The property that two concurrently running threads may make MPI calls and the outcome will be as if the calls executed in some order, even if their execution is interleaved. 

thread-scheduler
The part of the operating system that responds to the requests by programs and interrupts for processor attention and gives control of the CPU to those threads. Thread schedulers for UNIX-like operating systems are scheduled at the completion of the timer decrement interrupt (usually 60 times or 100 times per second). The scope for resource management of a thread-scheduler is local to the node. Also see scheduler hierarchy.

time to solution  
Total time needed to solve a problem, including getting a new application up and running (the programming time), waiting for it to run (the execution time), and, finally, interpreting the results (the interpretation time).
TLB
Translation Lookaside Buffer. A TLB is a cache in a CPU that is used to improve the speed of virtual address translation. A TLB has a fixed number of entries containing parts of the page table which translate virtual addresses into physical addresses. It is typically a content-addressable memory (CAM), in which the search key is the virtual address and the search result is a physical address. If the CAM search yields a match, the translation is known very quickly, and the physical address is used to access memory. If the virtual address is not in the TLB, the translation proceeds via the page table, which takes longer to complete. It takes significantly longer if the translation tables are swapped out into secondary storage, which a few systems allow.
TLP 
Thread Level Parallelism.

type conversion
Changing the datatype of a value, e.g., rounding a REAL to an INTEGER. (See also representation conversion.)
type map
The description of a user-defined datatype for non-contiguous data. Type maps take the form Typemap = {(type0 , disp0 ), ..., (typen−1 , dispn−1 )} where typei are basic types, and dispi are displacements.
type signature
The basic types found in a given type map. Type signatures may be used to validate matching types between sender and receiver; they take the form Typesig = {type0, ..., typen−1}.
UB
Upperbound.

UMA
Uniform Memory Access architecture.  The distance in core clocks between core registers and every element of node memory is the same.  That is, load/store operations that are serviced by the node memory have the same latency to/from every core, no matter where the target physical location is in the node memory assuming no contention.

unconnected
Two processes are unconnected if there is no communication path (direct or indirect) between them. 

upperbound
The oﬀset of the highest unit of store which is addressed by the datatype.
view 
A view deﬁnes the current set of data visible and accessible from an open ﬁle as an ordered set of etypes. Each process has its own view of the ﬁle, deﬁned by three quantities: a displacement, an etype, and a ﬁletype. The pattern described by a ﬁletype is repeated, beginning at the displacement, to deﬁne the view. The pattern of repetition is deﬁned to be the same pattern that MPI_TYPE_CONTIGUOUS would produce if it were passed the ﬁletype and an arbitrarily large count. Figure xxx shows how the tiling works; note that the ﬁletype in this example must have explicit lower and upper bounds set in order for the initial and ﬁnal holes to be repeated in the view. Views can be changed by the user during program execution. The default view is a linear byte stream (displacement is zero, etype and ﬁletype equal to MPI_BYTE). 
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Figure xxxx: Etypes and ﬁletypes
A group of processes can use complementary views to achieve a global data distribution such as a scatter/gather pattern (see Figure yyyyy). 
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Figure yyyy: Partitioning a ﬁle among parallel processes
weak scaling 
A methodology to measure parallel efficiency in which one varies the problem size and the number of processors such that the execution time is the same.
wildcard
A special tag that will match all messages. Wildcard values may be used to accept all message sources and/or tags, but may not be used to constrain communicators.

